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Message

A Al is bringing aenaissance¢o manufacturing
A Datais king

A Taiwan hasdvantagesn manufacturing data
A Must move fastto seize the opportunity
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Al Is Hot, Especially Deep Learnin

A Deep learning has broughteakthrough accuracy in
speech recognition, computer vision, and text

understanding

A Rapid advances continue; these days research in tl
area has aboubne-month turnaround time

A Many have faith in
machine learning, If
the problem looks
difficult, let's use
deep learnin@ic a
shallow attitude!
Some even joked:
"only machines can

t S NY y26HE

The dramatic impact of Dee
Learning on Speea:h Recognition
T,

1 25
&f@
Using DL
10% \

4%

100%4

ate on Switchboard

Word error r

2o Yoshua Bengio

1990 2000 2010 4



Al Transformation of Manufacturing:
a! dzG2 YR GA B2 YI U Az

A Traditional focusAutomation

I Machinesfollow ordersin performing repetitive
tasks, including data collection

A New opportunity:Al

I Machines understand datand come up models
for prediction and decision making in all areas of
manufacturing

Al TransformationAutomation A Automation + Al
Automation collects data and Al uses the data
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Questions

A Whichsectors in the Al ecosystem for
manufacturing should Taiwan focus on?

A How?

| hope that this presentation will shed some
light on these guestions
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Object Detection in ImageNet Challeng
ome Examples in Bird Category

IMAGENET LSVRC2014 Object Detection Dataset

Selection Criteria:
® Training images collected and « Training images collected and fully annotated with all 200 obj

fully annotated with all 200 object
categories for ILSVRC2014

Training images annotated with
1-2 object categories from
ILSVRC2013

Validation images fully
annotated with all 200 object
categories, used in ISLVRC2013
and in ILSVRC2014

Images with |to
object classes
Images with |to

object instances

Classes:

“baby bed -
backpack
bagel
balance beam
banana
band aid
banjo
baseball
basketball
bathing cap
beaker
bear
bee
bell pepper
bench
bicycle
binder

¥pird
bookshelf
bow
bow tie
bowl
brassiere D
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Deep Neural Networks (DNNSs)
for ImageNet Challenge

IMAGENET CHALLENGE
32 Error Rate Curves




What Are DNNs?

A A stack of neural network layers

A At each layer, inner products are performed
between input and layer weights, and result is
passed into nodinear activation function
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Convolutional Neural NetworlCNN:
An Efficient Version of DNN with a Redu
Number of Model Parameters
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Typical convolutional neural network architecture

Michael Bronstein, 2017



Deeper and Deeper CNNSs

Deep neural nets have gone Lenet AlexNet VGG  GooglLeNet ResNet
deeperfor |mage|\|et (1998) (2012) (2014) (2014) (2015)
5 Layers 8 Layers 19 Layers 22 Layers 152 Layers

A LeNet (1998)
I 5learned layers
A AlexNet (2012)
I 8learned layers
I Error Ratell.7%
(for ImageNet)
A VGG (2014)
I 19learned layers
I Error Rate7.3%

A GoogLeNef2014)
I 22learned layers
I Error Rateb.7%

A ResNet (late 2015)
I 152learned layers
I Error Rate3.57%

(A 34-layer
Version)




Deep Learning

Increasingly Being Ported to Edge Devi
Gad LIK2YyS A&y Qréadayrhindle dayt (@A

23 E.g., Facial authentication is already here

Federated Learning (Google, April 2017)

a{ 22y 2 2 dzNJ

w2y Qu KIS 1 ™
touch screens, or other R

0 NI R)\u)\zylf A-@
Instead, they will be
semi or fully
autonomous devices
such as vehicles, |
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Al-powered Household Devices

We can now talk to devices when we need to get
stuff done

Thickness: 3.3 inches Thickness: 3.3 inches Thickness: 3.79 inches
(84 mm) (84 mm) (96.4 mm)

These voice platforms have become techgakegyays
In households

A tradeoff between convenience and privacy
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Where Does Knowledge in Al Come Frc

Evolution Experience

PedroDomingos The
Master Algorithm: How the
Quest for the Ultimate
Learning Machine Will
Remake Our WorldNew
York: Basic Books, 2015

Most of the knowledge In the world in the future is
going to beextracted by machinesand willreside

In machines
¢ YannLeCunDirector of Al Research, Facebook
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http://www.basicbooks.com/full-details?isbn=9780465065707
http://www.basicbooks.com/full-details?isbn=9780465065707
http://www.basicbooks.com/full-details?isbn=9780465065707
http://www.basicbooks.com/full-details?isbn=9780465065707
http://www.basicbooks.com/full-details?isbn=9780465065707

A History

A 1944:Neural networksfirst proposed by
Warren McCullough and Walter Pitts. They
argued that the neural networks could solve
equations

A 1950:Al as a discipline

A 1980:Expert systemsgenetic algorithms
multi-layer perceptron(MLP),
backpropagation

A 2010:Deep learning

I Improved algorithm, powerful computing
hardware, and large datasets
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